Over the past 25 years, the economies of the EBRD regions have created an average of 1.5 million jobs per year. However, the nature of work is changing, with automation on the rise. Many economies where the EBRD invests have experienced deindustrialisation, as well as the polarisation of employment – a decline in the number of medium-skilled jobs. While technological change is resulting in increased demand for skilled labour, many of these economies face significant gaps in terms of the quality of education, as well as substantial emigration by skilled workers. In the short term, the emigration of skilled workers reduces the productivity of firms in the country of origin. In the longer term, however, emigration has boosted the transfer of knowledge to the EBRD regions and supported innovation.
Introduction

Rapid technological change is having a profound impact on the nature of work and the types of skill that are in demand in the workplace. One example of this is the advent of financial technology (fintech), which has brought about the rise of online banking and resulted in a reduction in the number of traditional high-street bank branches. In some cases, economic policy has struggled to keep pace with such developments (see, for instance, Annex 2.1 for a discussion of regulatory frameworks governing crowdfunding). The EBRD regions have not been immune to these trends. Indeed, the demographic pressures in emerging Europe have created particularly strong incentives for automation (as discussed in Chapter 1).

This chapter examines recent trends in labour markets across the EBRD regions, looking at the types of job that have been destroyed and created, future trends in job creation, the skills mix in the various economies and the economic impact of emigration by skilled workers. On the basis of the available evidence, it also discusses policies that can help to mitigate the disruptive effects of technological change and emigration by skilled workers.

The chapter starts by looking at skills from a supply and demand perspective. Like advanced economies, most countries in the EBRD regions have been experiencing deindustrialisation (a decline in industrial employment) and job polarisation (a decline in medium-skilled occupations as a percentage of total jobs). Educational attainment has improved, but mismatches between the supply of skills and the demands of employers persist.

The second section examines the ways in which automation alters demand for labour and skills. On average, workers in the EBRD regions face a significantly higher risk of job automation than their counterparts in advanced economies. For example, the mean probability of a job being automated in the foreseeable future is 57 per cent in the Slovak Republic and 55 per cent in Turkey, compared with around 40 per cent in the United States of America and the United Kingdom.

The third section looks at the impact that the emigration of skilled workers has had on innovation and the productivity of firms in the EBRD regions. Following the accession to the EU of various countries in central and south-eastern Europe in 2004 and 2007, emigration from that region has increased considerably. Emigrants tend to be young and highly skilled, with Eurostat data indicating that more than 20 per cent have university degrees and another 40 per cent are educated to secondary level. The analysis in this section shows that although skilled emigration has been associated with a decline in firms’ total factor productivity (TFP) – the efficiency with which capital, labour and material inputs are combined to produce final products – emigration has, in the medium term, boosted “knowledge remittances” to those migrants’ countries of origin and contributed to higher rates of innovation.

Demand for and supply of skills

Deindustrialisation

It is difficult to assess demand for specific skills at a particular point in time. However, the employment shares of specific occupations can provide a useful approximation of such demand, as skills used at work tend to be specific to a particular industry or occupation. Changes in employment shares over time provide important insights into the creation and disruption of jobs as a result of technological change.

The EBRD regions have been undergoing deindustrialisation. Indeed, the combined employment share of agriculture, mining and utilities declined by 4 percentage points between 2006 and 2016, while that of manufacturing declined by more than 2 percentage points over the same period (see Chart 2.1). These trends are projected to continue (see Box 2.2 for a discussion of expected changes in sectoral employment and working conditions). Male workers leaving the agriculture and manufacturing industries have typically found employment in construction, while women have mainly switched to non-market services such as public administration or education.

As a result, gender segregation in employment has increased further, with men accounting for 92 per cent of all employees in the construction industry in 2016 (up from 90 per cent in 2006) and women accounting for 59 per cent of all employees in non-market services (up from 57 per cent in 2006). See Box 2.1 for a discussion of gender imbalances in unpaid care work.

The speed of such structural shifts varies across economies. Indeed, additional analysis suggests that the economies of Central Asia and the southern and eastern Mediterranean (SEMED) region have tended to see the strongest declines in the
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2. See Nedelkoska and Quintini (2018).
CHAPTER 2  SKILLS, EMPLOYMENT AND AUTOMATION

OVER THE LAST 25 YEARS, ECONOMIES WHERE THE EBRD INVESTS HAVE CREATED AN AVERAGE OF 1.5 MILLION JOBS PER YEAR


CHART 2.2. Changes in employment shares by occupation and gender, 2006-16

CHART 2.3. The employment share of medium-skilled occupations declined in most economies over the period 2006-16

Source: 8.0 modelled estimates and authors’ calculations.
Note: Weighted averages across 25 economies. Occupations are based on the International Standard Classification of Occupations’ ISCO-08 classification and are ranked from left to right in declining order of skill-intensity. “Professionals” include engineering, healthcare, teaching, business and IT professionals. “Clerks” include keyboard clerks, service clerks and numerical or material recording clerks. “Craft workers” include construction workers, metal or machinery workers, handicraft or printing workers, electrical workers and food processing workers. “Service and sales workers” include personal services workers, sales workers, personal care workers and protective services workers. “Elementary occupations” include cleaners and helpers, agricultural labourers, food preparation assistants and refuse workers.

4 See Autor and Dorn (2013).
5 See OECD (2017) for a classification of occupations.

primary sector, while manufacturing has tended to decline most strongly in eastern Europe and the Caucasus (EEC) and Russia. Meanwhile, Turkey has seen a 6 percentage point increase in the employment share of business services.

In line with those sectoral shifts from agriculture and manufacturing to services, the employment shares of service-sector professionals and sales workers have risen by between 2 and 4 percentage points (see Chart 2.2). At the same time, the employment shares of elementary occupations (such as agricultural labourers), craft workers and technicians have fallen by between 0.8 and 2 percentage points. Occupational shifts have been more pronounced among women than among men.

Job polarisation

Automation has reduced demand for certain routine cognitive tasks. Since the early 1990s, job creation has been concentrated mainly in low-skilled occupations (such as catering, construction and cleaning) that are harder to automate than computational tasks, as well as high-skilled occupations (such as professional services and research and development).6 Highly paid skilled work, in turn, raises demand for relatively poorly paid personal services (such as cleaning or catering), reinforcing the polarisation of occupations into what Goos and Manning (2007) called “lovely” and “lousy” jobs.

In line with these global trends, the total employment share of medium-skilled occupations (such as clerks, craft workers, and plant and machine operators) has been declining in the EBRD regions (see Chart 2.3),6 while those of high-skilled occupations and low-skilled occupations have both been rising. The extent of

4 See Autor and Dorn (2013).
5 See OECD (2017) for a classification of occupations.
such job polarisation has, on average, been greater in higher-income economies (see Annex 2.2). In Bulgaria, Croatia, Cyprus, Greece and Latvia, levels of job polarisation have been similar to those observed in advanced economies and higher than the levels seen in most emerging markets.

However, economies with large primary sectors have seen continued declines in the employment share of low-skilled occupations (with the largest declines being observed in agriculture) and increases in the shares of both medium-skilled and high-skilled jobs. This includes economies such as Azerbaijan, Moldova and Mongolia, where agriculture, mining and utilities still account for more than 35 per cent of total employment.

Quantity of education versus quality of skills

The supply of skills has also been evolving. Indeed, the percentage of workers with university degrees has continued to rise across the EBRD regions, with the exception of Albania, Tajikistan and Turkey (see Chart 2.4). Levels of educational attainment in the EBRD regions are relatively high. In Russia, for example, 59 per cent of adults have university degrees, compared with an average of 28 per cent in advanced economies. In Ukraine, the figure is 40 per cent; and in Estonia, it is 30 per cent. The average number of years of education in the EBRD regions exceeds the equivalent figure for advanced economies.

However, a large quantity of education does not automatically translate into a high-quality education. The quality of education can be measured using the OECD’s PISA study, which tests the numeracy, science skills and analytical reading of 15-year-old students in OECD member countries and a number of emerging markets. Economies in the EBRD regions tend to perform fairly poorly in PISA studies relative to their large numbers of years of education (see Chart 2.5). Indeed, the EBRD economies that participated in the 2015 PISA study achieved an average score of 440 across all subjects, compared with an average of 496 in advanced economies.

Lack of ICT skills in the age of automation

This gap between the quantity and quality of education is even more apparent if we look at information and communication technology (ICT) skills, which are becoming increasingly important in light of technological change. While economies in the EBRD regions generally performed strongly in the OECD’s PIAAC surveys in 2011-14, which looked at adult skills (see Chapter 1), their performance was weaker when it came to advanced ICT and cognitive skills that were needed to solve technical problems and accomplish complex tasks (see Chart 2.6). The percentage of the population who are considered to have good ICT skills ranges from 10 per cent in Turkey to 33 per cent in Estonia. Box 2.3 looks at skills mismatches in the SEMED region, which was not covered by those PIAAC surveys.
How automation is reshaping labour markets

Technological innovations are quickly shifting the balance between activities performed by humans and tasks performed by machines. Indeed, recent research suggests that nearly 50 per cent of all jobs in the United States of America face a high risk of being automated in the foreseeable future.\(^6\) In developing countries, the risk of automation may be even higher, with up to 70 per cent of jobs at risk.\(^7\) In manufacturing, the percentage of jobs that are at risk of automation may be particularly high.

While technological change inevitably gives rise to anxieties, history suggests that although some jobs will be destroyed, others will be created. Indeed, such innovations can help to shift labour from sectors with low levels of productivity (such as agriculture) to higher-productivity sectors (primarily manufacturing and services). This section revisits the subject of automation, looking at the impact that technological change has had on employment in the EBRD regions.

Use of robots in the EBRD regions

A useful measure of the extent of automation is the total stock of operational industrial robots, which are defined by the International Organization for Standardization (ISO) as “automatically controlled, reprogrammable, multipurpose manipulators that are programmable in three or more axes”\(^8\).

The number of industrial robots is on the rise around the world (see Chart 2.7), both in absolute terms and as a percentage of the number of workers employed. Indeed, the total global stock of industrial robots is projected to increase by 14 per cent a year, reaching 3 million by 2020.\(^8\) The number of industrial robots in use in the EBRD regions stood at 41,000 in 2016, up from 1,500 in 1993 (on the basis of available data for 22 EBRD countries). The vast majority of robots are deployed in manufacturing (particularly in the automotive sectors), although they have also begun to be used more widely in the production of plastic, chemicals and metals.
The extent to which robots are used in manufacturing varies greatly from country to country (see Chart 2.8). The levels seen in the Slovak Republic and Slovenia (where there are more than 93 robots for every 10,000 manufacturing workers) are comparable to those observed in advanced economies and higher than those seen in Brazil, China, India and South Africa. Hungary, Poland, Turkey and Romania have also seen rapid increases in the ratio of robots to manufacturing workers (see Chart 2.9). In contrast, Moldova, Morocco and Serbia have fewer than 2 robots for every 10,000 workers.

Differences across countries and sectors in terms of the use of robots are strongly linked to differences in FDI. Indeed, regression analysis (available on request) suggests that a 1 per cent increase in FDI in a given sector of a given country is associated with a 12 per cent increase in the use of industrial robots.

Impact of robots on employment

Automation affects employment in two different ways. In some instances, robots may directly replace workers. However, firms that experience increases in productivity as a result of automation may also increase their demand for labour where it is complementary to the use of robots. In the 11 EBRD economies included in analysis of this issue (see Annex 2.3 for a description of the relevant data), the average employment rate (defined as the percentage of the labour force that is in employment) declined by 1.5 percentage points between 2010 and 2016, while the average number of robots increased by 0.3 per 1,000 workers over the same period.

In order to assess the extent to which the decline in employment can be attributed to the increase in robotisation, regression analysis can be used to explain the causal relationship between the employment rate and the level of robotisation (see Annex 2.4 for a description of the methodology used). That analysis points to a substantial displacement effect: every additional robot per 1,000 workers reduces the employment rate by 0.7 percentage point (see column 4 of Table 2.1).

This suggests that robotisation can explain 13 per cent of the total decline that was seen in the employment rate between 2010 and 2016 in the 11 EBRD economies included in this analysis. Although it is not fully comparable owing to differences
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**Table 2.1. The impact of robotisation on employment**

<table>
<thead>
<tr>
<th>Dependent variable</th>
<th>Change in employment rate, 2010-16</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
</tr>
<tr>
<td>Increase in exposure to robots, 2010-16</td>
<td>-0.0077** (0.0037)</td>
</tr>
<tr>
<td>Increase in ICT-intensity, 2010-16</td>
<td>-0.1653*** (0.0542)</td>
</tr>
<tr>
<td>Country dummies</td>
<td>No</td>
</tr>
<tr>
<td>Country-level controls</td>
<td>No</td>
</tr>
<tr>
<td>Number of observations</td>
<td>471</td>
</tr>
</tbody>
</table>

Source: Eurostat, IFR and authors’ calculations.
Note: See Annex 2.4 for details of this instrumental variables (IV) estimation. Robust standard errors are reported in parentheses, and *, ** and *** denote values that are statistically significant at the 10, 5 and 1 per cent levels respectively.
in the outcomes used and the time period covered, this estimated impact appears to be somewhat larger than the figures obtained for the United States of America and advanced European economies. Increases in the ICT-intensity of production also have a statistically significant negative impact on the employment rate, but the effect of a 1 standard deviation increase in ICT-intensity is half the size of that of a 1 standard deviation increase in the use of robots.

The effect of exposure to robots is strongest for people with low levels of education (see Chart 2.10). This may, however, change as technology evolves. There are no statistically significant differences between men and women or between younger and older workers in terms of the impact of robotisation.

Probability of jobs being automated varies across economies

The probability of a typical (median) job being automated in the near future varies from country to country (see Chart 2.11). A job is considered to be at risk of being automated if most of the tasks involved could be performed by state-of-the-art computer-controlled equipment based on the availability of big data needed to complete such tasks.

In nearly all of the EBRD economies included in Chart 2.11, the probability of the median job being automated is higher than the OECD average of 48 per cent, with Estonia being the only exception. In the Slovak Republic, the median probability of automation is as high as 62 per cent. Meanwhile, a higher probability of automation is associated with a lower projected employment-to-population ratio in 2022.
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9 See Acemoglu and Restrepo (2017) and Chiacchio et al. (2018).
10 See Frey and Osborne (2017).
11 The employment-to-population ratio is defined as the percentage of a country’s working-age population (rather than its labour force) that is in employment.
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### Chart 2.9. Change in the number of robots per 1,000 manufacturing workers, 1993-2016

<table>
<thead>
<tr>
<th>Country</th>
<th>Change in Number of Robots per 1,000 Manufacturing Workers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Uzbekistan</td>
<td>20</td>
</tr>
<tr>
<td>Moldova</td>
<td>18</td>
</tr>
<tr>
<td>Ukraine</td>
<td>16</td>
</tr>
<tr>
<td>Egypt</td>
<td>14</td>
</tr>
<tr>
<td>Belarus</td>
<td>12</td>
</tr>
<tr>
<td>Bosnia and Herz.</td>
<td>10</td>
</tr>
<tr>
<td>Morocco</td>
<td>8</td>
</tr>
<tr>
<td>Latvia</td>
<td>6</td>
</tr>
<tr>
<td>Serbia</td>
<td>4</td>
</tr>
<tr>
<td>Tunisia</td>
<td>2</td>
</tr>
<tr>
<td>Russia</td>
<td>0</td>
</tr>
<tr>
<td>Bulgaria</td>
<td>0</td>
</tr>
<tr>
<td>Lithuania</td>
<td>0</td>
</tr>
<tr>
<td>Croatia</td>
<td>0</td>
</tr>
<tr>
<td>Estonia</td>
<td>0</td>
</tr>
<tr>
<td>Greece</td>
<td>0</td>
</tr>
<tr>
<td>Romania</td>
<td>0</td>
</tr>
<tr>
<td>Turkey</td>
<td>0</td>
</tr>
<tr>
<td>Poland</td>
<td>0</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>0</td>
</tr>
<tr>
<td>Hungary</td>
<td>0</td>
</tr>
<tr>
<td>France</td>
<td>0</td>
</tr>
<tr>
<td>Czech Rep.</td>
<td>0</td>
</tr>
<tr>
<td>Italy</td>
<td>0</td>
</tr>
<tr>
<td>Slovenia</td>
<td>0</td>
</tr>
<tr>
<td>Slovak Rep.</td>
<td>0</td>
</tr>
<tr>
<td>Germany</td>
<td>0</td>
</tr>
<tr>
<td>Sweden</td>
<td>0</td>
</tr>
</tbody>
</table>

### Chart 2.10. Impact of robotisation by gender, age group and level of education

<table>
<thead>
<tr>
<th>Group</th>
<th>Male</th>
<th>Female</th>
<th>15-29</th>
<th>30-44</th>
<th>45-64</th>
<th>Primary</th>
<th>Secondary</th>
<th>Tertiary</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>-4</td>
<td>-3.5</td>
<td>-3</td>
<td>-2.5</td>
<td>-2</td>
<td>-1.5</td>
<td>-1</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>-2</td>
<td>-1.5</td>
<td>-1</td>
<td>-0.5</td>
<td>0</td>
<td>0.5</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>0.5</td>
<td>1</td>
<td>1.5</td>
<td>2</td>
<td>2.5</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>3.5</td>
<td>4</td>
<td>4.5</td>
<td>5</td>
<td>5.5</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>6.5</td>
<td>7</td>
<td>7.5</td>
<td>8</td>
<td>8.5</td>
<td>9</td>
<td></td>
</tr>
</tbody>
</table>

### Chart 2.11. Median risk of automation and expected employment-to-population ratio

Source: ILO and authors’ calculations based on Nedelkoska and Quintini (2018).
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In 2016, about 41,000 industrial robots were in use in the EBRD regions – up from 1,500 in 1993
Probability of automation also varies across industries

In the EBRD regions, jobs in textile manufacturing, agriculture, food processing, the manufacturing of wood products and land transport are expected to be most affected by automation (see Chart 2.12). At the other end of the scale, fewer than 43 per cent of all jobs in financial, legal and accounting services, telecommunications, computer programming and education are expected to be significantly affected by automation. More generally, automation is expected to affect primary-sector jobs most and services least.

Repeating this analysis at the level of individual occupations shows that food preparation assistants, cleaners and helpers, assemblers, refuse workers, drivers and mobile plant operators face the highest risk of automation (see Chart 2.13). Occupations that require significant analytical skills and high levels of social interaction (such as managers, professionals and senior officials) are among those least likely to be automated.

The impact of emigration on firms’ performance and innovation

This section looks at the economic implications of the large-scale emigration that is being experienced by many economies where the EBRD invests. Its empirical analysis focuses on the experiences of EU member states in the EBRD regions, but its findings are applicable to other countries as well. For example, several economies in the EBRD regions are seeking EU membership, while others (such as Ukraine) are not involved in the accession process but are experiencing high rates of emigration among people of working age. For example, Poland issued nearly one million work permits to Ukrainian citizens between 2014 and 2017.

Labour market access for new EU member states

When the Czech Republic, Estonia, Hungary, Latvia, Lithuania, Poland, the Slovak Republic and Slovenia joined the EU in 2004, followed by Bulgaria and Romania in 2007, those new EU member states experienced significant increases in the numbers of workers emigrating to the EU-15 and the four European Free Trade Association (EFTA) countries (namely, Iceland, Liechtenstein, Norway and Switzerland). By 2014, when all restrictions on migration from those new member states had been lifted, the number of migrants who had travelled to those 19 countries stood at four million, compared with 900,000 in 2003 (see Annex 2.5 for more details).

Eurostat data indicate that around 40 per cent of migrants leaving countries that joined the EU in 2004 had medium-skilled or high-skilled occupations in their countries of origin. In the case of Bulgaria and Romania, the corresponding figure was 35 per cent.12 Emigration can raise wages in countries of origin, increase incentives for young people to invest in education, and foster cross-border flows of trade, capital and ideas.13 However, concerns are often raised about “brain drain” and its adverse impact on economic development, and it is noticeable that...
many of the migrants leaving those new EU member states are highly skilled.14

Firms often complain that they cannot find skilled labour to replace employees who have emigrated. Indeed, the percentage of firms reporting that a lack of skills was a major constraint on their business rose from 12 per cent in 2005 to almost 30 per cent in 2008-09 in the new EU member states, according to the representative Business Environment and Enterprise Performance Survey (BEEPS) conducted by the EBRD and the World Bank. Consequently, some scholars have argued that emigration has the potential to hinder the economic development of those countries, given the record-high labour shortages that they have experienced.

The effects of emigration on firms’ performance

When emigration opportunities for economically active members of the population increase, firms in the countries of origin of potential migrants face more intense competition for labour. As a result, they may have to offer higher wages in order to retain or attract skilled employees. Alternatively, firms can make production more capital-intensive by replacing highly qualified labour with capital and less-skilled workers or choose a different product mix (see also Box 3.5 which discusses firms’ responses to the opposite trend, namely an increase in low-skilled immigration). However, such adjustments are costly and may not be feasible for all firms. They may also have an impact on firms’ TFP.

Emigration can affect firms’ TFP via three main channels. First of all, firms that are unable to fill a vacancy promptly may be forced to leave capital equipment idle for extended periods of time. Second, a lack of skilled employees may reduce knowledge sharing, thereby slowing firms’ accumulation of knowledge and hampering improvements in TFP. And third, when experienced employees leave a firm, specialist knowledge about production processes and relationships with suppliers and customers will be lost. Firms may also need to dedicate more resources to training newly hired employees. At the same time, higher rates of labour turnover may actually discourage firms from investing in training, further hampering productivity. On the other hand, an increase in labour market competition may incentivise firms to improve the quality of management and achieve higher levels of TFP.15

The emigration opportunities that were available to workers in those new EU member states post-accession varied by country of origin and sector, with the EU-15 and the four EFTA countries able to impose restrictions on such migrants for up to seven years. Those differences are captured by a labour mobility index ranging from 0 to 1, where higher values correspond to greater opportunities for emigration from a given country in a given year for workers in a specific sector (with 0 denoting a complete absence of freedom of movement for workers and 1 indicating full freedom of movement across the EU; see Annex 2.5 for details).

The regression analysis described in Annex 2.5 finds that increases in emigration opportunities had a negative impact on the TFP of firms in new member states (see Chart 2.14). Indeed, that analysis suggests that, on average, a maximum increase...
in emigration opportunities for workers in a firm’s country and sector (which corresponds, on average, to an increase of 0.25 in the labour mobility index) resulted in that firm’s TFP one year later being around 7.5 percentage points lower than it would have been in the absence of emigration.16

The cumulative negative impact that emigration has on productivity increases for a number of years following the year with the largest increase in the labour mobility index (which is termed “year zero” in Chart 2.15). It is worth noting that, prior to year zero, firms subsequently exposed to increased emigration were no different from other firms in terms of their productivity trends.

Firms also adjust to increased emigration opportunities for current and potential future employees by increasing personnel costs (which include wages and other employee-related costs, such as hiring and training expenses). An annual increase of 0.25 in the labour mobility index will lead to a 5 per cent increase in personnel costs per employee (resulting in an average rise of €400 per worker per year; see Chart 2.14). The impact on the capital-to-labour ratio is also positive, but not statistically significant. These results are robust to the use of alternative measures of productivity, provided that the 1 per cent of firms that are most and least productive are excluded, firms established after 2002 are excluded and the sample is restricted to the period before the 2008-09 global financial crisis.

The impact on the TFP of firms with at least one foreign owner and firms with at least one patent is smaller and statistically insignificant (see Chart 2.14). This may be because these firms are able to spend significantly more on personnel. In addition, innovative firms (those holding patents) increase their capital-to-labour ratios to a significantly greater extent. Innovative firms may also be in a better position to offer their employees a stimulating working environment, as well as financial incentives conditional on innovations paying off. In the longer term, innovative firms may also benefit from inflows of knowledge facilitated by emigrants working abroad in advanced economies, as discussed in the next subsection.

The impact that emigration has on innovation

Emigration by skilled workers can potentially leave countries lacking the skills that are necessary to support innovation. However, emigrants often maintain close ties with their country of origin. Not only do they send remittances to family members, they also share acquired knowledge with former colleagues and employers, and the resulting cross-border knowledge flows have the potential to offset the negative impact on innovation.17 In addition, migrants can also facilitate trade and FDI links. Moreover, migrants who return to their country of origin after a number of years abroad will bring with them any knowledge acquired abroad and may, in some cases, establish new firms. This may have a further indirect effect on innovation.18

In order to see which of those two opposing effects of emigration dominates, the analysis below looks at links between emigration and the frequency with which patents filed in migrants’ countries of origin cite patents filed by inventors in migrants’ destination countries, with such cross-
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16 This figure is obtained by multiplying the estimated coefficient (0.316) by the average maximum increase in the labour mobility index per year (0.25).
17 See Kerr (2008) and Choudhury (2016) for a discussion of cross-country knowledge flows.
18 See Felbermayr and Jung (2009), Bahar and Rapoport (2018), Javorcik et al. (2011) and Saxenian (2006).
### Chart 2.17. Cross-border patent citations and patenting asymmetries between new EU member states and EU-15 and EFTA countries

<table>
<thead>
<tr>
<th>Citation of EU-15/EFTA patents in new member states</th>
<th>Difference between EU-15/EFTA countries and new member states in numbers of patents</th>
<th>Difference between EU-15/EFTA countries and new member states (quality-adjusted)</th>
</tr>
</thead>
<tbody>
<tr>
<td>After 3 years of labour mobility</td>
<td></td>
<td></td>
</tr>
<tr>
<td>After 4 years of labour mobility</td>
<td></td>
<td></td>
</tr>
<tr>
<td>After 5 years of labour mobility</td>
<td></td>
<td></td>
</tr>
<tr>
<td>After 3 years of labour mobility</td>
<td></td>
<td></td>
</tr>
<tr>
<td>After 4 years of labour mobility</td>
<td></td>
<td></td>
</tr>
<tr>
<td>After 5 years of labour mobility</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Source:** PATSTAT and authors’ calculations.

**Note:** See Annex 2.5 for details of this regression analysis. Lines show the 95 per cent confidence interval for each estimate.
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Border patent citations representing a useful measure of knowledge flows between countries. In addition, that analysis also looks at rates of convergence in terms of the numbers of patents that are filed by inventors in countries of origin and destination countries.

It is noticeable, for example, that the number of cross-border citations in patent applications increased significantly following the introduction of free movement of labour between new EU member states and the EU-15 and the four EFTA countries (see Chart 2.16).

Furthermore, Chart 2.17 shows that the frequency with which patents filed in new EU member states cite patents filed in EU-15 and EFTA countries increases three to four years after the introduction of free movement of labour. At the same time, only a small part of that increase is driven by direct communication between migrant inventors and their former colleagues. If we exclude citations where an inventor cites a patent filed by someone with whom he or she has already filed one or more patents, the estimated impact declines slightly, but remains statistically significant, pointing to the importance of broader spillover effects within individual industries.

Importantly, migration from new EU member states to advanced European economies is also associated with a subsequent convergence in the numbers of patents filed by the two groups of countries. On average, firms in advanced European economies file more than three times the number of patents filed by firms operating in the same industries in new member states. Patents filed in advanced economies are also cited more in other patents and can therefore be regarded as being of higher quality. Migration has, on average, contributed to a narrowing of this gap, both in terms of the total number of patents filed and in terms of quality-adjusted measures of patenting (see Chart 2.17). This analysis suggests, therefore, that migration from new EU member states to advanced European economies has, on balance, resulted in a strengthening, rather than a weakening, of innovation in migrants’ countries of origin.

---

**13%**

Of the decline observed in employment in 11 EBRD economies in Central and South-Eastern Europe between 2010 and 2016 can be attributed to robotisation.

---

**40%**

Of all migrants who have left countries that joined the EU in 2004 had high or medium-skilled occupations in their home countries.
Conclusion
Over the last decade, many economies in the EBRD regions have experienced deindustrialisation and increased polarisation of jobs. The employment shares of the agriculture and manufacturing sectors have declined substantially, with professionals and service or sales workers now accounting for larger percentages of the labour force.

With a few exceptions, economies where the EBRD invests have tended to see improvements in educational attainment. At the same time, however, economies in the EBRD regions are lagging behind advanced comparators in terms of ICT-related skills, and the OECD’s PISA tests point to wider challenges in terms of the quality – as opposed to the quantity – of education. Closing the gap in terms of ICT-related skills will help the regions’ economies to leverage the benefits of future technological change while minimising the disruptive impact that digitalisation has on the labour market. This may also help to leverage the full potential of online training courses and distance learning.

These economies have also seen profound technological change, as reflected in the rapidly rising numbers of industrial robots in operation. This increase in automation is estimated to account for 13 per cent of the total decline in employment in these economies. This effect is particularly pronounced among workers who are only educated to primary level. Policy responses to technological change need to do more to align the supply of skills with the demands of industry, as well as reducing barriers to education and increasing training opportunities for the most disadvantaged workers (as discussed in Chapter 1).

In many countries where the EBRD invests, skills shortages have been exacerbated by the emigration of skilled workers. The analysis in this chapter shows that the TFP of firms whose workers have had increased opportunities to emigrate following their countries’ accession to the EU has been significantly lower than it would have been in the absence of emigration. On the other hand, foreign-owned and innovative firms have not experienced a negative impact on productivity, as they have been able to adjust to the changing environment by increasing personnel-related spending. Policies that support training and the upgrading of local skills, such as subsidies for training newly hired workers, can help firms to deal with increased employee turnover and minimise the adverse effects of emigration.

In the longer term, innovative firms in migrants’ countries of origin benefit from larger inflows of knowledge on the back of higher levels of emigration. Indeed, an increase in knowledge transfers attributable to emigration has, over time, helped new EU member states to narrow the gap relative to advanced European economies in terms of numbers of patents and the quality of those patents. The positive impact that emigration has on innovation can be leveraged further by means of special programmes aimed at encouraging highly skilled emigrants to return to their country of origin. Conferences that put emigrants in contact with local inventors and firms can also help to increase cross-border knowledge flows.

The percentage of firms citing a lack of skills as a major constraint on their operations was almost 30% in 2008-09, up from 12% in 2005.

A maximum increase in emigration opportunities for a firm’s workforce will result in its TFP a year later being about 7.5 percentage points lower than it would have been in the absence of emigration.

BOX 2.1. Enabling women to work more productively

The lack of availability or declining quality of public services is a major concern in many countries. In many post-communist countries, women bear the brunt of inadequate public services, as responsibility for caring for children, the elderly and the disabled has shifted back from the state to individuals.\(^{20}\) In other regions (for instance, in some SEMED economies), such services were never really part of countries’ social infrastructure in the first place.

Unpaid care work by women is often regarded as a cost-free alternative to the provision of care services by the state or the private sector. Care work is broadly defined as activities involved in meeting the physical, psychological and emotional needs of children, the elderly and the disabled.\(^{21}\) Unpaid care and domestic work comprises basic household activities (such as cooking, fetching water and cleaning), plus unremunerated direct care for family and community members.

In the EBRD regions, women spend, on average, 3 hours more per day on unpaid work than men. In SEMED economies, women spend more than 5 hours per day on unpaid work (almost 5.5 hours in the case of Tunisia). Consequently, women’s total working hours (including both paid and unpaid work) far exceed men’s. Effectively, women have less time to dedicate to paid work.

When women do enter the labour market, it is rare for their care-related responsibilities to be sufficiently redistributed. As a means of reconciling unpaid care work and paid employment, women may accept part-time, informal, home-based work, which may be less well-paid. Women also tend to reduce their hours of paid work with each additional child, and mothers are overrepresented in part-time jobs. Data from the 2010 Labour Force Survey, which was conducted in 27 EU countries, indicate that 36 per cent of women with children work part-time, compared with 21 per cent of women without children.\(^{22}\)

Part-time work can help women to combine paid work with care-related responsibilities, but this comes at a cost. Mothers who work part-time are much less likely to have managerial or professional occupations and more likely to have elementary occupations or be employed in the service industry. The fact that women are overrepresented in certain sectors and occupations contributes to gender wage gaps that undervalue women’s labour and inflate the numbers of working poor.\(^{23}\) Globally, the gender pay gap is estimated at around 20 per cent, and it is higher for workers with childcare responsibilities.\(^{24}\)

Better public care services will allow more women to enter the labour force or increase the number of hours they work. This, in turn, will have a positive effect on economic growth through increased consumption in two-earner households, as well as through job creation in the care sector. Two studies in Australia have found that if the price of childcare is reduced by 50 per cent, labour supplied by young mothers rises by between 6.5 and 10 per cent.\(^{25}\) Similarly, an increase in the subsidised provision of childcare, including public pre-primary school facilities, has been shown to have a positive and statistically significant impact on mothers’ labour supply in Canada and Argentina.\(^{26}\) In the same vein, a programme that increased free public childcare facilities in low-income neighbourhoods of Rio de Janeiro resulted in use of care increasing from 51 to 94 per cent, maternal employment rising from 36 to 46 per cent and employment rates almost doubling among mothers who did not work before giving birth.\(^{27}\) Moreover, ILO analysis indicates that countries which invest more in care enjoy labour force participation rates of 70 per cent or more among women – significantly higher than the global average of 55 per cent.\(^{28}\)

If women withdrew from unpaid care work, there would be a significant impact on both the labour market and GDP through the hiring of new care workers and through the new jobs performed by women (who had previously performed such tasks free of charge within their households). One way of estimating that impact is to calculate the number of hours that men and women in each age group spend on unpaid work each year and multiply that figure by an hourly wage rate that is assumed to be equal for men and women.

When estimated in this way, the size of the care economy ranges from 32 per cent of GDP in Bulgaria to 47 per cent of GDP in the Kyrgyz Republic. The care economy tends to be smaller where the labour force participation rate of women is higher, as women who stay at home tend to devote more time to care work. Thus, estimates of GDP would be substantially higher if the care economy was fully accounted for.

Recognising and valuing unpaid care work is central to addressing gender gaps in the labour market and closing the gender wage gap.

---

\(^{21}\) See ILO (2018a).
\(^{22}\) See Mills et al. (2014).
\(^{23}\) See UN Women (2015) and ILO (2016).
\(^{24}\) See Grimshaw and Rubery (2015), Flynn and Harris (2015) and Costa Dias et al. (2016).
\(^{25}\) See Kalb (2009) and Gong et al. (2010).
\(^{26}\) See Baker et al. (2008) and Berlinski and Galvani (2007).
\(^{27}\) See Barros et al. (2011).
\(^{28}\) See ILO (2018b).
There are many uncertainties in the world of work when it comes to the future of jobs and employment relationships. For example, there are concerns that employment conditions may deteriorate with the rise of the platform economy (economic activity that is made possible by new technological platforms). Similarly, the reallocation of labour across economic sectors – an intrinsic element of structural transformation – is also a cause of significant uncertainty.

This box analyses expected changes in employment relationships and working conditions across the EBRD regions over the period 2017-25, looking at aggregate sectors on the basis of the methodology developed in ILO (2018b).

Most economies in the EBRD regions are expected to experience substantial declines in the percentage of people working in the agricultural sector, with that sector’s employment share falling by between 0.7 and 4 percentage points. That shift out of agriculture is expected to be somewhat less pronounced in central Europe and the Baltic states (CEB), as well as in Russia. In high-income comparator countries (the Czech Republic, France, Germany, Italy, Sweden and the United Kingdom), that shift is expected to be more limited (totalling 0.2 percentage points on average), reflecting the fact that advanced economies already have small agricultural sectors.

Unlike in the past, the structural shift away from agriculture is not expected to be accompanied by rising employment in manufacturing. Instead, employment in market services (such as wholesale and retail trade, transport and financial activities) is projected to increase further. Within market services, real estate and business and administration are projected to generate the most employment in the near future, followed by transport, storage and telecommunications, as well as restaurants and accommodation. The employment share of non-market services (such as public administration, education and healthcare) is also expected to rise, particularly in EU member states.

Employment conditions can vary significantly across sectors and industries within a given country. ILO (2018b) presents a comprehensive analysis of the impact that employment shifts across sectors have on working conditions at the global level using a partial shift-share analysis. This methodology takes account of the impact that inter-sector changes have on working conditions, but takes no account of the impact of intra-sector changes.

At the level of the EBRD regions, a significant decline is expected in the incidence of vulnerable employment (defined as self-employment and contributing to domestic work), which will, among other things, reduce the probability of requiring social protection (see Chart 2.2.1). As such working conditions are prevalent in agriculture, the decline in that sector’s employment share across the EBRD regions will translate into an overall reduction in the incidence of vulnerable employment. The total percentage of employment across these economies that is regarded as vulnerable is expected to fall by around 1 percentage point to stand at 19 per cent.

**BOX 2.2. Projected labour market changes in the EBRD regions**

**Chart 2.2.1. Impact of sectoral shifts on vulnerable employment, 2017-25**

Source: ILO.

Note: These estimates are based on shift-share analysis, as described in ILO (2018b).

Structural shifts are expected to have a similar – albeit smaller – impact on the prevalence of part-time employment, temporary employment and time-related underemployment (where workers put in fewer hours than a specified threshold and would be willing to work additional hours). At the same time, the incidence of part-time employment and time-related underemployment could rise slightly in the CEB region, owing to the projected decline in the employment share of manufacturing – a sector typically characterised by full-time jobs with relatively stable hours – in those countries.
Skills mismatches – discrepancies between the supply of and demand for skills – remain an important bottleneck when it comes to economic development in the SEMED region, curtailting economic opportunities for employers and employees alike. Employers have to spend more on on-the-job training and endure lengthy recruitment campaigns, while workers have fewer employment opportunities. Many workers languish in jobs that they are overqualified for or take on duties that they are ill-prepared for, with negative implications for the aggregate productivity of the region’s economies.

This problem is most acute among young people. Indeed, according to ILO data, more than a quarter of all people between the ages of 15 and 24 in the SEMED region are not in employment, education or training. Moreover, people educated to tertiary level account for 31 per cent of youth unemployment in Egypt and the West Bank and Gaza, and as much as 37 per cent in Tunisia, based on the latest available data from the ILO. Young women in SEMED economies tend to study for longer and gain higher qualifications than their male counterparts, but their employment outcomes tend to be much worse, especially when it comes to competing for private-sector jobs. Unsurprisingly, many young women end up leaving the labour market prematurely and foregoing further training.

The SEMED economies are among the most youthful in the EBRD regions, but they are also some of the economies that are struggling most to equip their populations with the right skills (as discussed in Chapter 1).

There are three different factors perpetuating skills mismatches in the SEMED region. First of all, shortcomings in primary and secondary education are ultimately resulting in demand for skills remaining unmet. Though levels of enrolment in compulsory education are high, approaching 100 per cent in some economies, teaching continues to rely excessively on passive engagement and rote learning. Outdated classroom resources are also obstacles to effective learning. Some pupils get by with the aid of costly after-school tuition, while others disengage altogether but remain technically enrolled on paper.

As a result, a considerable number of secondary school leavers fail to gain even a rudimentary understanding of key subject areas. Secondary school pupils in Jordan, Lebanon and Tunisia were among the worst performers in the OECD’s 2015 PISA tests, which assessed the skills of 15-year-olds in 73 different economies. Across those three economies, between 60 and 75 per cent of pupils were classified as low achievers in mathematics; 46 to 72 per cent were regarded as low achievers in reading; and between 50 and 66 per cent of pupils were classed as low achievers in science. Furthermore, employers in Egypt, Morocco and Tunisia are among the least satisfied in the world with the quality of their countries’ basic education, according to the World Economic Forum’s Global Competitiveness Index 2017-2018.

Second, vocational education and training does not respond to employers’ needs. In some cases, employers lack the initiative required to properly communicate their needs. And in other cases, providers of training may be too small to establish mutually beneficial partnerships with the business community. Whatever the cause, such dissonance is hindering improvements in the relevance and quality of training.

With EBRD support, sector skills councils (SSCs), such as the SSC for hospitality and tourism in Jordan, are now bringing together business leaders, education providers and policymakers. SSCs seek to improve vocational training at sector level by helping to establish feedback mechanisms between employers and training providers and ensuring that business needs are adequately reflected in sector-level qualifications frameworks.

More broadly, new opportunities for dual learning – whereby technical and vocational programmes combine traditional classroom-based learning with accredited experience in a business setting – represent promising developments. Dual learning enables businesses and education providers to work together to ensure that learning outcomes meet the industry’s expectations. Such schemes enable learners to gain practical experience and develop business contacts.

Third, institutions such as national qualifications frameworks and labour market information systems are often underdeveloped or simply missing. Such institutions help to benchmark employers’ needs against workers’ skills and training outcomes. They also facilitate the forecasting of skill-related needs in the light of technological change. In the absence of such frameworks, potential labour market entrants lack clarity about demand for skills, which makes it harder to make informed decisions about education and training. The establishment of national qualifications frameworks and labour market information systems underpinned by coordinated private-sector involvement could go a long way towards addressing the issue of skills mismatches.
Annex 2.1. Best practices for regulating crowdfunding

Introduction
This section of the Transition Report 2018-19 examines best practices for regulating investment-based and lending-based crowdfunding.

Lending-based crowdfunding is a form of crowdfunding whereby money is lent to individuals or businesses with a view to achieving a financial return in the form of interest payments and the repayment of capital over time.

In the case of investment-based crowdfunding, money is invested in unlisted shares or debt securities issued by businesses.

In 2018, the EBRD’s Legal Transition team conducted a study analysing the regulatory frameworks governing lending-based and investment-based crowdfunding platforms in Austria, the Dubai International Financial Centre (DIFC), France, Germany, the United Kingdom and the United States of America.

That group of jurisdictions offers a considerable degree of variety in terms of geographical location, market maturity and the approach to regulating crowdfunding. The UK and the USA are world leaders in this area, with effective regulatory regimes underpinning highly developed markets, while Austria, France and Germany (as civil law jurisdictions) and the DIFC are, in the EBRD’s experience, regarded as key points of reference for the EBRD regions and provide a different perspective on the various issues.

That EBRD study looked at (i) the types of authorisation that are required in order to operate crowdfunding platforms, (ii) capital and liquidity requirements, (iii) know-your-customer (KYC) and anti-money-laundering checks, (iv) restrictions on the size of loans and investable amounts, (v) consumer protection measures (including disclosures to investors), (vi) warnings regarding risks, and (vii) due diligence and pre-funding checks. The study culminated in a report published on 24 October 2018, which made recommendations regarding best practices for the regulation of lending-based and investment-based crowdfunding platforms.

Several economies in the EU and in the EBRD regions have adopted (or are in the process of adopting) bespoke crowdfunding legislation, tailoring their regulatory frameworks to the needs of local markets. There is no consensus, however, as to what constitutes best practice in terms of the regulation of crowdfunding.

The EBRD’s study helps to fill this gap, providing guidance on best practice in this area, and is applicable not only in the EBRD regions, but also in other countries around the world.

Crowdfunding as a means of accessing finance
In the past few years, disruptive innovation has thrived and flourished in the financial services sector. Financial technology – “fintech” for short – is changing finance in many different ways. This disruption is posing a challenge to existing financial sector actors, but it is also creating opportunities – both for existing actors and for new entrants. By establishing an online market place where investors can be paired with investees, investment-based crowdfunding is increasing the level of competition in capital markets. Similarly, lending-based crowdfunding is boosting competition in respect of retail financial services by bringing lenders and borrowers together.

Besides providing an alternative source of financing, crowdfunding also offers a number of other benefits (see Table A.2.1.1 for an overview). It can, for example, help to attract other sources of funding, such as “business angels” or venture capital, with a recent study reporting that 45 per cent of angel investment in the UK takes place alongside crowdfunding investment.30 Indeed, the presence of crowdfunding investment can help to validate the concept and finances of a novel project. It can also provide access to a large number of interested individuals, giving the entrepreneur valuable insights and information. And if a crowdfunding campaign is successful, it can act as a useful marketing tool. There is also evidence that crowdfunding may help women entrepreneurs to obtain investment funding from other women, in situations where women tend to find it difficult to secure financing for their entrepreneurial endeavours.31

Risks associated with crowdfunding
As with all investment, crowdfunding entails a number of risks, including project and liquidity risks, the risk of cyberattacks and the risk of platform failures. The lack of experience and expertise among potential investors is a major concern, particularly given the limited mandatory screening of borrowers in some jurisdictions (including the USA).

Other concerns relate to the reliability of investment, the lack of regulation and the existence of differing regulatory regimes for retail investors and SMEs. At the same time, if appropriate safeguards are put in place in order to protect investors, crowdfunding has the potential to act as an important source of non-bank financing, helping to support job creation, economic growth and competitiveness.

Findings of the EBRD’s study
The question of what constitutes best practice as regards the regulatory framework governing crowdfunding platforms in a specific jurisdiction must necessarily take account of, and be informed by, the broader context in that particular jurisdiction. As a result, there is no one-size-fits-all approach when it comes to regulating platforms. That being said, the EBRD’s study succeeded in identifying certain aspects of regulatory frameworks which appear to represent best practice and would probably prove beneficial in the vast majority of jurisdictions (as well as a number of optional additional measures, which could also be deployed depending on the context).

30 See Wright et al. (2015).
31 See Greenberg and Mollick (2017).
The main conclusions of the EBRD’s analysis were as follows:

- Where platforms’ activities are aligned with other regulated activities, it may be possible to regulate crowdfunding by adapting an existing framework. However, a truly bespoke regime may be more appropriate.
- Imposing minimum capital requirements on platforms can help to ensure that operational and compliance costs continue to be covered in the event of financial distress. Capital requirements should be based on the nature and scale of the activities undertaken by the relevant platform and should be commensurate with the attendant risk.
- Platforms should be required to establish and maintain risk management systems and controls that can identify, track, report, manage and mitigate risks to their business (including operational risk, risks relating to cybersecurity and the protection of personal data, and the risk that the platform could be used to commit financial crimes).
- Platforms need to ensure that their senior management and employees are “fit and proper persons” to perform their roles. Platforms need to be able to assess this themselves.
- The financial services regulator should, where appropriate, have the power to prevent platforms from investing in the projects they feature.
- Platforms should be subject to specific disclosure requirements, in order to ensure that investors and investees understand how platforms operate and earn revenue.
- Disclosures to investors and warnings regarding risks need to be tailored to the relevant product offered by the platform.
- There may be good reasons to differentiate between retail investors and institutional investors when it comes to providing information. Retail investors may benefit from receiving risk warnings and disclosures that are more explicit than those provided to institutional investors.
- A regime which differentiates between different types of investor is preferable to one that requires detailed suitability checks for all investors. Financial services regulators are best placed to decide on appropriate categories of investor.
- Platforms should be required to enter into agreements with their clients governing all key aspects of the client-platform relationship.

The recommendations set out above cover just some of the best practices identified by the study, which the EBRD believes would be beneficial in the vast majority of jurisdictions. For a full list of those best practices, as well as details of the optional additional measures identified, see EBRD (2018).

**Conclusion**

The EBRD hopes that these recommendations will help regulators in the EBRD regions to establish effective regulations governing crowdfunding platforms – which will, in turn, give greater legitimacy to those platforms, while ensuring that investors are adequately protected.

Indeed, the EBRD’s Legal Transition team is already assisting the Capital Markets Board of Turkey and the Astana International Financial Centre in Kazakhstan with the establishment of new crowdfunding regulations, in line with the best practices identified by the study. With various other countries expressing an interest in fostering the development of crowdfunding (and fintech more broadly), similar work is expected to be carried out in other jurisdictions across the EBRD regions in due course.

---

**TABLE A.2.1.1. Benefits of crowdfunding**

<table>
<thead>
<tr>
<th>Benefits for those seeking capital</th>
<th>Benefits for those providing capital</th>
<th>Broader benefits for entrepreneurs</th>
<th>Benefits for the economy or society</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Ability to obtain capital in an accessible and competitive market place</td>
<td>• Ability to obtain capital in an accessible and competitive market place</td>
<td>• Potential to use crowdfunding as a marketing tool</td>
<td>• Supports economic activity, particularly in relation to SMEs</td>
</tr>
<tr>
<td>• Ability, in most cases, to raise capital without giving up large amounts of equity in return</td>
<td>• Higher returns relative to other lending and investment opportunities</td>
<td>• Quicker access to capital, with less friction</td>
<td>• Resilient source of funding in a downturn, when access to conventional sources of finance is more limited32</td>
</tr>
<tr>
<td>• Alternative to venture and seed capital (particularly where access to the latter is limited)</td>
<td>• Risk-spreading mechanisms (not only in terms of the impact of a single defaulting borrower or investor on multiple lenders or investors, but also in terms of lenders or investors having a range of potential borrowers or investors to fund)</td>
<td>• Reduced cost of capital</td>
<td>• Greater competition in respect of retail financial services</td>
</tr>
<tr>
<td>• Quicker access to capital, with less friction</td>
<td>• Investable asset class for alternative credit providers (such as funds and other investors)</td>
<td>• Platforms should be permitted – but not necessarily obliged – to offer automated tools supporting the diversification of investors’ portfolios.</td>
<td>• Possible social impact of increased female representation</td>
</tr>
</tbody>
</table>

---

32 See Kirby and Worner (2014).
Annex 2.2. Job polarisation and macroeconomic indicators

**TABLE A.2.2.1** Pair-wise correlations between job polarisation and macroeconomic indicators

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Job polarisation</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Log of increase in robot density (2006-16)</td>
<td>-0.41***</td>
<td>-0.34</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Trade openness (2014)</td>
<td>-0.28**</td>
<td>0.32**</td>
<td>-0.66***</td>
<td>-0.37***</td>
<td>-0.51***</td>
<td></td>
</tr>
<tr>
<td>Employment share of primary sector (2016)</td>
<td>0.58***</td>
<td>-0.76***</td>
<td>0.66**</td>
<td>-0.51**</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Human Capital Index (2014)</td>
<td>-0.20*</td>
<td>0.56**</td>
<td>0.25**</td>
<td>-0.75***</td>
<td>-0.39**</td>
<td></td>
</tr>
<tr>
<td>Log of GDP per capita (2016)</td>
<td>-0.34***</td>
<td>-0.61**</td>
<td>0.15</td>
<td>0.45**</td>
<td>-0.65***</td>
<td>0.36***</td>
</tr>
</tbody>
</table>

Source: ILO, IFR, Penn World Tables, IMF and authors’ calculations.

Note: Based on 155 economies. *, ** and *** denote values that are statistically significant at the 10, 5 and 1 per cent levels respectively. “Job polarisation” is the change in the employment share of medium-skilled occupations over the period 2006-16 in percentage points. “Trade openness” is the sum of exports and imports as a percentage of GDP. In each case, the top value relates to the global sample and the bottom value relates to the economies of the EBRD regions.

Annex 2.3. Data on the use of robots, employment and ICT

**Use of robots and employment**

Data on the stock of industrial robots by industry, country and year come from the IFR and are based on annual surveys of robot suppliers. This dataset covers 22 economies in the EBRD regions and relates to the period 1993-2016. Dedicated industrial robots that are designed to perform a single task are not included in the dataset.

Data are also taken from the micro-level harmonised Labour Force Survey conducted by Eurostat, which covers 11 countries where the EBRD invests (Bulgaria, Croatia, Estonia, Greece, Hungary, Latvia, Lithuania, Poland, Romania, the Slovak Republic and Slovenia). Using those surveys, the outcome variable (the employment rate) can be constructed for specific demographic groups by aggregating individual responses by age, level of education, gender or industry (whereby socio-economic groups with fewer than five observations are disregarded).33

**ICT-intensity**

In line with Marcolin et al. (2016), the ICT-intensity of an industry is defined as the percentage of employees in that industry who have ICT-related occupations, on the basis of the pan-EU Labour Force Survey. ICT-related occupations include computing professionals and associate professionals (for instance, computer system designers and industrial robot controllers), plus electrical and electronic equipment mechanics and fitters. Data on total populations and working-age populations are taken from the World Bank’s World Development Indicators database. Exposure to Chinese imports is calculated as the change in Chinese imports between 2010 and 2016 using bilateral trade flow data from UN Comtrade.

**Firms’ performance**

Firm-level panel data for the period 2000-14 come from Bureau Van Dijk’s Amadeus dataset. This annual dataset covers all industries and provides information on firms’ size, sales, profits, employment costs, materials, assets, ownership structures and patents. These data are used to estimate TFP.

---

33 See Chiacchio et al. (2018) for a similar approach.
Annex 2.4. Estimating the impact that robotisation has on employment

The following IV specification is estimated in order to establish the causal relationship between robotisation and the employment rate (defined as the percentage of the labour force that is in employment) across various industries and countries:

\[
\Delta \text{Employment Rate}_{cl,2010-2016} = \beta_0 + \beta_1 \Delta \text{IV(Exposure to Robots)}_{cl,2010-2016} + \beta_2 \Delta \text{ICT}_{cl,2010-2016} + \gamma_c + \epsilon_{ci}
\]

The dependent variable is the change in the employment rate between 2010 and 2016, calculated separately for each gender \((g)\), age group \((a)\) and level of educational attainment \((e)\) in country \(c\) and industry \(i\).

\(\Delta \text{IV(Exposure to Robots)}_{cl,2010-2016}\) is the change in the number of robots deployed per 1,000 workers in country \(c\) and industry \(i\) between 2010 and 2016. Total employment in country \(c\) and industry \(i\) in 2009 is used as the denominator for robot density ratios to ensure that those ratios do not capture robot-induced changes in employment in the sample period.\(^{\text{34}}\) Country dummies \(\gamma_c\) control for all time-invariant country characteristics. \(\Delta \text{ICT}_{cl,2010-2016}\) (the change in the percentage of employees with ICT-related occupations within each industry in a given country between 2010 and 2016) measures exposure to ICT.

The time period chosen, 2010-16, focuses the analysis on medium-term trends. Various fixed effects absorb trends that are common across particular countries, industries and demographic groups. Robust standard errors are two-way clustered at the country-industry level. All regressions are weighted by the baseline industry employment structure in each country to account for differences in the relative importance of industries.\(^{\text{35}}\) Some specifications also include the total population, the share of the working-age population and exposure to Chinese imports.

There remains a concern that certain unobserved trends may affect both robotisation and employment in the absence of a causal relationship between the two. Causality could also run in the opposite direction, with changes in the employment rate affecting robotisation. In order to address such concerns, this analysis follows the example of Acemoğlu and Restrepo (2017) in using two-stage least squares (2SLS) with IV. The instrument, \(\Delta IV(\text{Exposure to Robots})_{cl,2010-2016}\) captures changes in the use of robots across various sectors in 11 comparator economies outside the EBRD regions. Such changes capture trends in robotisation, but are not influenced by changes in employment in the EBRD regions.

\(^{\text{34}}\) See Acemoğlu and Restrepo (2017) and Chiaccio et al. (2018).

\(^{\text{35}}\) See Graetz and Michaels (2018).
Annex 2.5.
Estimating the impact that the emigration of skilled workers has on firms

This annex looks at the empirical strategy that is used to establish the causal impact which emigration has on firms’ performance. Baseline estimations represent regressions of firm-level outcomes (TFP, personnel costs and capital-to-labour ratios) on the labour mobility index.

Institutional background to labour mobility

A total of 10 countries (including eight in central Europe) joined the EU in 2004, and Bulgaria and Romania followed suit in 2007. The existing EU member states (the EU-15) and the four EFTA countries (Iceland, Liechtenstein, Norway and Switzerland) were able to restrict the free movement of labour from those new EU member states for up to seven years. Countries exercised this right to varying degrees. For example, the United Kingdom completely opened up its labour market to the 10 countries that acceded to the EU in 2004. In contrast, France kept transitional provisions in place until 2008, limiting free movement of labour to construction, tourism and catering. The United Kingdom then restricted migration from Bulgaria and Romania for the full seven years (that is to say, until 2014). At the other end of the spectrum, Germany restricted migration from all new EU member states for the full seven years.

Indicator of labour mobility

The differences between new EU member states’ access to the labour markets of advanced European economies are captured by a set of dummy variables $D_{odit}$, which are defined for each new member state $o$, industry $i$, potential destination country $d$ and year $t$. The indicator takes a value of 1 if legislation in the destination country opened that specific industry up to migration from the new member state in question; otherwise, it has a value of 0.

Those legislation-based dummy variables are, in turn, multiplied by a measure of labour shortages in a given industry in a destination country. This measure captures the percentage of firms that are constrained by the unavailability of labour according to a European Commission business survey.

The resulting variable captures not only legislative barriers to migration, but also implicit industry-specific demand for migrants in destination countries. The weighted average of these variables can be used to measure exposure to emigration for each industry in a given country of origin. The weights applied to potential destination countries are based on the distance between the largest cities in the two countries in question. For instance, firms in Estonia are more likely to be exposed to emigration when Finland’s labour market opens up, rather than when restrictions are lifted in Malta.

$$FLM_{odit} = \sum_{d=1}^{19} w_{do} D_{odit}$$

In this instance, variation in the rules governing labour market access was driven mainly by the political landscapes in the various destination countries and is unlikely to have been related to the performance of firms in the countries of origin of potential migrants. It can therefore be used to establish the causal impact that emigration had on firms’ performance.

The resulting labour mobility index (FLM) is standardised such that it ranges from 0 to 1 and can be used as follows in reduced-form regressions capturing the intention-to-treat effect:

$$Y_{ft} = \beta FLM_{ict} + \gamma_1 a_{ft} + \gamma_2 d_{ict} + \gamma_3 l_{it} + \gamma_4 c_{ct} + \gamma_5 t + \epsilon_{ft}$$

Dependent variables are measures of firms’ performance. Control variables include the size of the firm $(a_{ft})$, as well as industry-specific variables $(l_{ict})$ such as total investment and average mark-up (the ratio of revenues to costs) which reflect common trends in terms of competition or demand for labour that may affect firms’ performance. $d_{it}$ are industry-specific controls measured at the aggregate EU level. These include total sales and labour shortages. Country-level controls $c_{ct}$ include an EU membership dummy, GDP and FDI inflows. Specifications include firm and time fixed effects. Standard errors are clustered at the country-industry level (two-digit NACE level).

Firm-level TFP is calculated using a TFP index, as in Gorodnichenko and Schnitzer (2013), or using a semi-parametric approach in line with Levinsohn and Petrin (2003). The latter method accounts for the fact that unobserved productivity shocks may affect firms’ inputs and performance at the same time. The return on assets (the ratio of earnings before interest and tax to total sales) is used as an alternative measure of productivity.

Impact on knowledge flows

The following empirical model estimates the effect that emigration has on knowledge flows between destination country $d$ and country of origin $o$ in industry $i$ in year $t$:

$$Y_{odit} = \beta_1 FLM_{odit-1} + \gamma_1 l_{odit-1} + \gamma_2 P_{oit} + \gamma_3 P_{dit-3} + \gamma_4 d_{dit} + \gamma_5 c_{odit} + \gamma_6 t + \epsilon_{odit}$$

The outcome of interest is the log of the number of times that patents in destination countries are cited in patents filed by inventors from migrants’ countries of origin (in this case, the 10 new EU member states in central and south-eastern Europe). For example, the number of Belgian patents that are cited in Polish patents filed in year $t$ measures knowledge flows from Belgium to Poland.

The specifications include multiple lags aimed at capturing events several years after the introduction of free movement of

36 See Constant (2011), Kahanec (2012) and Kahanec et al. (2014) for cross-country analysis of emigration from new member states following their accession to the EU.

37 NACE refers to the industry standard classification system used in the European Union.
labour. In this case, the labour mobility index is a dummy variable indicating whether a specific industry in a destination country was open to migrants from a given country of origin in a given year. Specifications also control for (i) the total number of patent applications in a given industry in the country of origin, (ii) the lagged number of patent applications in a given industry in the destination country, (iii) bilateral industry-specific and country-wide FDI and trade flows (using the same lags as for the FLM index), (iv) the total number of patents in a given industry at the EU level, (v) a dummy variable indicating pairs of countries that are both EU members and (vi) time and origin-destination-industry fixed effects. Standard errors are clustered at the origin-destination-industry level (two-digit NACE level).

Patenting asymmetries

A similar regression analysis is used to estimate the effect that emigration has on innovation. It uses the same set of explanatory variables, while the outcome variable is the difference between the log of the number of patent applications in migrants’ countries of destination and the equivalent figure for their countries of origin, calculated for each industry and year. This measure captures convergence between new EU member states and advanced European economies in terms of industry-specific innovation. The coefficients for the various lags relative to the introduction of free movement of labour $(\beta_1)$ indicate whether convergence in patenting within individual industries has become stronger following the introduction of free movement.
References


